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Executive Summary

This document stands as an internal report, which includes contributmmsMilestone 2 and
constitutesDeliverable 6.1, providing the details about thigial integration and evaluation plao$

the MobileCloud Networking projectt further delineates a preliminary demonstration setup that
proves how the defined relationships between MobileCloud components can be athiesgsing

on the initial implementation version of components readgetontegrated starting from M18he
presented work results from tlevelopmentsindertook withinWork Package ®eing nonetheless
synchronized with the results obtairfeoim theremaining work packages.

Foll owing the guidelines provided by Deliverabl e
purpose the mainkey proof-of-concept andiemonstration scenarios were identified, exploiting the
conceived goals and objectives for M@Hile taking advatage of the available consortium testbeds
andinfrastructures

Resulting from a joint effort of the partners involved in Work Package 6,didiserablereport
presents and detaitbe integration plans and methdalgy defined for each componemesultirg and
focusing towards thorough and functional prototypésservices and applicatiorfer proving the

MCN concept. Additionallythese prototypes are exploited according with the available testbeds and
their functional aspects experimented and evaluatewrding to the plans also defined in this
deliverable. Finally, four maindemonstration scenarioare identified highlighting the main
challenges that will have to be handled MCN. The complexity and innovation of the defined
scenarios alsaeinforcesthe decision of the chosenintegration methodologywhere a two-step
approach should be followed, guaranteeing an iterative and comprehensive demonstration of each
scenario.
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1 Il ntroduction

The definition of the architecture presented\iork Packagg€WP) 2 of theMobileCloudNetworking

(MCN) project, along with identified scenarios and-uases requires wallefined eperimentations

and assessmentbloreover, taking into account the entire infrastructure and platform development

that is being conducted in WP3, WP4 and WRBppropriate integration plans need atsobe

established. Finally, theommon threadf joint effort between these work packages culminates in two

working prototypes, the IP Multimedia System as a Service and the Digital Siyatem as a

Service. Thewo prototypes rely entirelpn the defined and implemented MCN platform and, by

depl oying them into t he defined testbeds, a 1
characteristics and uniqueness should be demonstrated.

This deliverable aims at presamithe defined integration and evaluation activities, explaining the
necessary steps to achieve a working state of the MCN platform. The paolggedin WP6 is
organised such that preliminary results can be obtained at an early mtagding feedbacko the
remaining work packages. By conducting astage incremental approach it is possible to improve
not only the entire MCN platform but also the final prototypes being evaluagfecting this twe
cycle process in most of the tasks from WP6.

1.1 Motivation, Objectives and Scope

The scope of work package 6 is of integration, demonstration and assessment. While other work
packages are focused on the development process of the MCN modules and components, the purpose
of WP6 is to bring these blocks togethend, as whole, demonstrate and evaluate the entire MCN
concept.

In order to provide a clear understanding of the added value of the MobileCloud solution, one of the

main objectives is to produdbe two previously mentioned prototypeintegrating the wé from

WP3, WP4and WF. These prototypes should also be established according the selectedf-proof

concept andapplications as defined in WP2t the current stage of writing this deliverable the
development work performed in the other work packagesmae s t he t hird project
first version of components ready, designed, developed and tested for the cloud paradigm. This
deliverable provides the necessary guidelines for the upcoming integration phase of these components

in M21. Moreoverit further presents the goals and roadmap for the IMS and DSS prototypes for the
upcoming iterations of software development in M27 and M30.

The demonstration of the MCN solutiatifferent scenarias another goafrom WP6 and, in this
deliverable, the refrence scenarios and use cases where MCN is to be considered are also taken into
consideration, once again following the guidelines from WP2. Moreover, to further exploit the entire
platform, another goal to establish a clear setup and maintenance atbetisto be considered in
Deliverable 6.2 (D6.2 2014Where the experimentation process will take plateese testbeds and

the proper analysis of both the required and available resources will support the integration and proof
of-concept activitiesas well as the overall system evaluatamd testing studiescheduled to take

place from M3Qup until the conclusion of the project

In fact, while performing experimestand demonstrations is crucial for proving the presented MCN
concept, a key objectivef this work package is to perform a thorough evaluasiorthat an overall
understanding of the project can be achievius deliverable lays the groumébr the appropriate
definition of such evaluation studies that shait only provide feedback tané¢ development work
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packages, but alsactively contribute to the dissemination activities that take place in ,\VBR&ing
the principles and the whole concept of MobileCloud Networking.

1.2 Structure of the Document

The structure of the deliverable has beanded in multiplesectionsin order to address the different
tasks being developed in WP6. Beginning with Sec@orhe different scopes and purposes of
demonstrations to take place throughout the entire prageet identified where four key
demonstration scenarios gresentedThese aredilowed by tle description of the defined Preof-
Concept and Applications, in Secti8nwhich shall be produced and used to prove the added value of
the MCN projectin specifc prototypes and applicationEhese demonstration plans and prototypes
motivate the establishment of appropriatgegration plans for guaranteeing a functional coexistence
between all the MCN componentdetailedin Section4, followed by the appropriate evaluation
methodology to take place when assessing the various aspects of the proposed framework, in Section
5. The work approach conducted insitte work package is discussed in Sect®mand the main
conclusions and outlook this deliverable are stated in Settion
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2 Demonstration Pl ans

The definition of appropriate demonstration plans for the MCN project serves the purpose of
efficiently exhibiting the added value provided by the cloudification of services in different scenarios.
These plans intend not only to present the relevant denadion scenarios, but also to clearly identify

the requirements and scope of each scenario. Moreover, within the demonstration scope, the purpose
of each demonstration will be defined as well as the chosen method for deploying and disseminating
its resuts and contributions.

Due to the wide length of the MCN project, an agile approach will be followed, having been defined a
two-round approach for the integraticsf proofof-concept prototypes (DoW 2012Yhis also
motivates the demonstration plans tddal a twostage paradigm where a functional analysis of the
coexistence, interoperability and complementarity of services in a first phase, followed by a rather
more complete and thorough analysis of the performance and completeness of the whole system.

The demonstration plans standout from Piafe€oncept planspresented in Sectidd) for not being
focused on the practical aspects of specific applications anttese but instead on proving the
feasibility of the defined interactions between services following MCN paradigm and the integration
between them. This results on the definition of demonstration scenarios with different scopes and
purposes, presentedfinllowing subsections.

2.1 Demonstration Scope, Purpose and Packaging

The demonstration scenarios, presented later, have themselves distinct purposes, which can be
presented and achieved in different ways. A characteristic to be considered for each sxétsario i
scope within the project, which can be public, restricted or confidential, as defined next:

1 Public ScopeSuch a demonstration scenario is expected to be publicly available; not only the
obtained results but also the interfaces and mechanisms that allow users outsitieNthe
project to experience and replicate the outcomes of the demonstration.

1 Restricted Scee Similarly to a public scope demonstration, a restricted scenario will have
the goal to publicly present its conclusions and eventually provide instruments to external
users, limiting however the degree of information made available and possibly iresthet
amount of features and services presented to public.

1 Confidential ScopeThe purpose of keeping a confidential scope for a demonstration scenario
is to follow internal and private validation or evaluations that may not concern the general
public ormay impose legal concerns. These demonststidhstill follow a rigorous internal
process but should not be concerned about how information or functionalities should be
presented to the public.

Due to the different scope levels that may be considenedach demonstration scenario, a tangible
approach should allow these scenarios to be efficiently disseminated both internally and externally to
the MCN project. Bearing this strategy in mind, different packages should be defined for each
scenario, refleting its scope adequately, as presented next:

T Remote PackageA demonstration scenario is expected to provide mechanisms that allow to
access and trial it remotely when a public scope is defined. Such a package should concern the
configuration and modificaan of parameters by providing remote access to the functional
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perspective of the demonstration scenario, available in accessible servers that provide the
relevant services and characteristics being analysed. This accessibility should however be
restricted according to the scope of the demonstration scenario (public, restricted or
confidential).

1 Experimental PackageFor a more detailed quantitative analysis, allowing not only to test
functionalities but also to assess the performance of a specific dertionst@enario, the
focus of experimental packaging is to create a toolbox that allows this study. For diffusion
purposes allowing external user to perform their own assessmeM€Nfservices may be
desirabl e, however, t he uwtebentakes into accound, mvhick c en ar
may result in a package being only available for project internal experiments, for instance
between partners.

1 Deployable Packagén order to provide an easccess version of a demonstration scenario, a
deployable packagénsuld be considered. This package aims at simplifying the deployment of
an entire scenario or, alternatively, parts of a scenario, by any user interested in exploring the
added value ofMCN in their own servers. This package could for instance provide a
deployable mechanism or interface able to easily connect to exhiig services willing to
be publicly available.

1 Demonstration PackagePublic dissemination and exposing tME&N project along with its
contributions is of general interest and should be mptished in several events such as
technical fairs, workshops, conferences, among others. The demonstration package is suited
for this purpose, providing in a refined version of a demonstration scenario with specific
services previously configured and milied set of available operations. The output from these
operations should also present a polished interface highlighting the positive outcomes from
using MCN.

In addition to the definition of a scope and packaging system, ultimately each demonstraidwio sce

should have a wellefined purpose. This purpose will be closely related with both packaging and
scope; however, a demonstration scenario can have different purposes, resulting in different output
objects from the same scenario (i.e. different pagkagMoreover, being an iterative process, the
MCN6s integration may provide more than single p
been defined and are presented next:

1 Purpose Validation The implementation of new software or even the integration of existing
software requires an appropriate validation. Therefore, the choice of a validation purpose for a
demonstration scenario means that a review of all the expected functionalities raysatek
in order to assess it.

1 Purpose DemonstrationWhen considering a demonstration for internal or external audiences
the purpose to be considered should be demonstration, highlighting the main aspects to be
demonstrated, being flexible enough to allparticular aspects of a service to be disregarded
as long as they are not involved in the demonstration (e.g. a preliminary demonstration of a
certain service where the rating, charging and billing aspect may not be relevant and can be
temporarily left asie).

i Purpose Evaluation In addition to the validation and demonstration of a scenario, it is
important to retrieve performance evaluation metrics and other aspects that characterise a
scenario, allowing a deeper analysis of the contributions given byl @¢ peaspective and

Copyright O MobileCloud Networking Consortium 2012-2015 Page 15/ 88



MCN

| O

Mobile Cloud Networking

understanding the real behaviour of its services. This purpose ultimately should provide
measurable values that can be used for further improving the platform and to promote its
added value.

2.2 Demonstration Requirements

In order to correty describe any of the demonstration scenarios, it is of paramount importance to
correctly identify requirements that must be met. This section presents the most relevant requirements

for the

defined scenarios. These requirements represent generic obsecesdities for all the

demonstration scenariosvhich may not always be applicable but that are collected for future
consideration They are compliant with Deliverable 2(D2.1 2013) reaching the four identified
domains within the deliverable. Nonetbg$, each scenario may require and define its own
requirements, being these more focused and specific to the demonstration needs.

)l

Elasticity Even though the purpose of a scenario may not include-fiddied service, every
scenario should be able to bensidered as elastic, allowing horizontal scaling within the
cloud, optimizing the usage of required resources according to the predicted demands and
meeting previously established serviegel agreements across the whole system-{&R662,
Re@B.002 andReqC.003).

On-Demand ScalingDpue to the dynamicity of services
cloud infrastructure of a demonstration scenario should be able to promptly scale, meeting the
requirements at any given moment, supporting up to billibnsers (Reep.003, RegA.045

and RegD.026).

Multi -tenancy Following the motivation behind cloud computing, multiple instances and
users of a service should be allowed and capable of being run within a single physical server
node (ReeA.006).

Energy Efficiency An important aspect to be considered by every demonstration scenario
should be energy efficiency. The cloudification of services provides a privitgggartunity

to handle energyelatedconcerns and this should be taken into account, optimizioginess

and technigues according the identified performance needs iinmea(RegA.007, Req
B.003 and ReC.004).

Security Control Taking in to account security concerns, a system may have to be able to
meet relevant security requirements. For instaaspects such as confidentiality, privacy,
authentication, authorisation, access control, integrity, availability -reyandiation and
auditability may often be fundamental to some scenarios-fR@%80, RegC.046 and Req
D.073).

Fault Tolerance Despite pogble failures and unexpected behaviours, the system should be
sufficiently robust to adapt, mitigating any impacts on its performance-Br@ and Req

D.059). Reliability and resilience are also characteristics that should be present in such a
system (Rg-B.019 and Red.020), minimising the effects of any changes or failures in the
network. For this purpose redundancy should be considered, guaranteeing alternatives to cope
with the failure of components (R€31021).

Cost and Time EfficiencyThe differentservices and applications provided to a user should
be competitive against existing alternatives (e.g., usage of free connectivity vs. paid ones),
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of fering additional features or demanding a
(RegB.027). Additbnally, these services and applications shall be efficiently provided to
users in a timely fashion (R€2;028).

1 Swift DeploymentThe time taken to deploy a demonstration scenario must be considered and
should be optimized in order to facilitate it (RE(50).

1 Modularity The system to be considered in a demonstration scenario should be composed of
separate subsystems, allowing a modular composition of its structure. For this purpose each
component must be appropriately connected through-deéihed interfaes and protocols,
guaranteeing the correct communication and imenking between each modullodularity
also supports chosen architectutte also be flexible enough in order to accommodate and
support future protocols and paradigfReqD0.25 Re¢D.028).

1 Application Performance The applications provided by a demonstration scenario must
provide guarantees for minimum performance regarding different metrics. These metrics
concern not only measurable parameters such as network performance or thieetinte tan
specific operations, but al so-Dx068. overall us e

T Application Appearance Not only should the system support us@éndly interfaces, clean,
simple and easy to use, but also the system must be able to preddara intuitiveAPIs to
fully take advantage of each application (R2§76).

2.3 Demonstration Scenarios

The Demonstration Pts and Scenarios for the Molilwud Networking MCN) project will

comprise two separate phases, providing a preliminary guidandafe definition of a functional
demonstration, in a first phase, and the establishment of a fulljoesxi MCN capable scenario in a
second phase. The for mer phase wil/ present e X |
provisioning and dgoyment by the MCN architecture and will show how composed services are
structured. In the latter phase, a more detailed and focused demonstration approach will allow the
understanding of the performance of enabled systems and their optimisationsafysisanf the

introduced improvements for the cloud, quantification of the achieved elasticity and flexibility, among

other key performance indicators) and will provide access to all the MCN services in-tesiod

(E2E) perspective, integrating all tievolved components of the architecture.

Despite considering a lighter first phase demonstration, the main goal is that the MCN project can be
seen as a whole for the final demonstration scenarios. The purpasesh®w the creation of a
cloudified netwok as a service (e.g. Evolved Packet C&BCand Radio Access NetwarRAN).

This shall result from the work in WP3 and WRing ambitious and presenting the full stack on
these scenarios with eftokend technologieand applications/services form resuy WP5S Moreover,
following this line of thought, it is also relevant to guarantee that partners may autonomously perform
simplified demonstrations within their own testiseNot relying entirely on other partnerand their
infrastructures is importandf not clashing with internal or external existing policies. It must be noted
however, that it is expected the connection between testbeds in differewcenixts, in particular
when presenting scenarios in a larger scale and with multiple services,endiioeknd final scenario

(e. g. usi norClZHueMBeEds).ma 6 s
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In the following Demonstration Scenarios connectivity is expected to be provided dBBCOaa3nd
RANaa$S however, this implies shared responsibility between work packages 3 aagliding RAN

and EPC specific parameters to be clearly included in the definition of a Service Description. This
connectivity interaction and mapping betweERC and RAN must be clearly specified, being
coordinated with the integration activities in wopackage 6. Regarding the remaining inter
communication between different services ERCaandDSSaa this process shall be handled by
the respective Service Owners within tMECN architecture, as defined by the MCN development
guidelineg(DevelopmenProcess 2013).

Within the MCN project different scenarios have been envisioned. Focusing in particular on the
demonstration of the whole project and its added value/contribution, four main scenarios have been
defined, as depicted Wyigure 1. The purpose of defining these scenarios is to find common goals
between themselves and clearly demonstrate: virtualize and cloudification individual services, with
basic managem functions; the integration of subsets of services and gradually add integrated
management functionalities to demonstrate adopted applications; the fully integrated platform,
including the service composition framework. These scenarios should not oodysidered for the
demonstration but also for the validation and evaluatidd©N and scenario specific operations and
features.

IP Multimedia Subsystems

+ RAN/EPC
Individual Virtualized and SIS, B AL, NS, “E2E” MCN
Cloudified MCN Services support services and Service Composition
Individual core s_ervices, “MCN-Enabled Digital Signage” Integrated services and full
support services management framework

Digital Signage + RAN/EPC

DSSaaS, RANaaS, EPCaas,
support services

Figure 17 MCN Demonstration Scenarios

For each of the presented scenarios, different scopesagesckand purposes can be considered,
defining up to 36 different sudcenarios that can be explored. Throughout this chapter the main
scenarios and their requirements will be analysed, identifying the main challenges to be addressed and
motivating the defiition of further sukscenarios, which will result from internal variations and
applications of the main scenarios.

2.3.1 Individual Virtualized and Cloudified MCN Services

Services such agPC and IMS have long been studied and developed, leaving little roam fo
improvemenias they currently are seddowever, there is a pressing need to consider such prevailing
services in a cloudased environment. This demonstration scenario should strive for confirming the
added value of the Cloudification MCN services ad their integration with the required support
services and surrounding platforms, showing how a dynamic load dimensioning can be achieved,
transparently moving components within the same Data Centre or even across different data centres.

In fact, several @twork entities such as the ones composind=f€ are typically the building blocks
of current operators, which also rely on surrounding platforms for charging and billing. However,
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most of these components are commonly static and do not fit in the ploucple. Further
considerations about these aspects can balfiousections 4 and 5 of D2.1 (D2.1 2013)

Following the twestep approach, the first purpose of this scenario will be to demonstrate the
cloudi fied services6 addoigettively when congparihgowitmtypeald e g u a t
services. They must be correctly integrated in M@N architecture, showing and confirming the
advantages of multenancy and ocdemand elasticity for an appropriate scaling and efficient resource
utilisation. Following the generic and functional evaluation of the services, a second more detailed
benchmarking phase must ensure the correct integration of services with all the required MCN
components, while collecting the relevant key performance indicatomn#tyalead to new algorithms

and solutions for optimised cloud support.

2.3.1.1 Challenges

The Cloudification of a service must always be seamlessly integndttethe foundations defined by

the MobileCloud project(D3.1 2013, D3.2 2014)such asthe Service Managg, the Service
Orchestrator or th€loud Controlley among otheMCN componentsExploringt he prfulj ect 6 s
stack and focusing on the process and flux that will allow dynamic anddaitable services, giving

an application the ability to be flexibbnd elastic, taking full advantage the of the Cloud paradigm.
However, other components, services and support services may also be required for guaranteeing a
cohesive service deployed in the cloud.

Since different services may be required to ensure aletangoudified experience of a single service

I for instance Monitoring as a Servidddag andEPCaaSre crucial for scaling and connectivityt

is important to define the interactions and dependencies between these services, guaranteeing an
efficientintegration in the second demonstration phase.

Additionally, there are challenges knownR&N that derive from the limitations from separating the
digital from physical components of bas@tions. These limitations must be handled and simulation

or emuhtion based analysis may be helpful in this process, providing results that could not achieved
otherwise. Further details on this topic will be analysed in the second and third scenarios.

2.3.1.2 Requirements

Even though several of the previously identified resmients could be considered in this
demonstration scenario, there are five main requirements that directly derive from the cloudification of
services:

1) Elasticity

2) On-Demand Scaling
3) Multi-tenancy

4) Energy Efficiency
5) Survivability

The details about each of thdrave already been presented, nonetheless, it is important to note that a
correct assessment of these requirements will allow not only to understand if the cloudification process
was successful, but also to determine how much improvement can be achieapgrbpriately
moving a service into the cloud.
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Performance evaluations of applicati@iated parameters should not be disregarded but are more
suitable in scenarios where each specific service is being considered.

2.3.1.3 Scope, Packaging and Purpose

Having understood the main characteristics of the first demonstration scenario, different approaches
can be considered for exploiting the cloudification principle.

2.3.1.3.1 Validation Sub-scenario

Within a private and confidential scope, it may be important to firstlgldeva scenario setup purely
for validation purposes, aiming at developing a deployable or remote package for later use and
integration with different services. The specific operations to be validated are:

1 Validate service instantiation and lifgycles
9 Validate the success of a scale/out operation

9 Validate the support of multiple service instances

2.3.1.3.2 Demonstration Sub-scenario

Focusing on a public scope, with the purpose of presenting the added value of service cloudification,
this scenario should aim atrqviding a demonstration or remote package, guaranteeinlyl@e
presence in different events and platforms, allowing people outside the project to grasp the benefits of
the proposed architecture in an early stage.

1 Demonstrate the automated managemeneaf & i c-eysldgs | i f e

1 Demonstrate the outcomes of a sealéout operation

2.3.2 IP Multimedia Subsystems plus RAN/EPC

This scenario is focused on Internet PrototB) Multimedia SubsystemdMS), supported byRAN
andEPCservices for connectivity. The mainaas not only to achieve a fully cloudifigiS, which
provides an addedalue when compared with already existiRgMultimedia Subsystems, but also to
ensure the integration between this service and the required support séMethould interface
directly with EPCand with all the cloudnfrastructure relevant elements, following the requirements
established iD2.1 (D2.1 2013Je.g. RegC.023, Reed.012 and Red.020).

In a first phase, the basic principles IMS will be demonstrated and after thisore functional
approach, in a second stage, the quantification of the results should be performed. Additionally, the
integration with complementary services such as Information Centric NetworkdiN)/Content
Delivery Networking CDN)), Mobility and Barmwidth availability prediction (MOB) and Load
Balancing [B) can also be considered in this second more detailed approach.

2.3.2.1 Challenges

For a correct demonstration MlSaaSa Home Subscriber Server will be provided which will require
application specific problen{&nherent to their adaptation to clobdsed environmentshetweeriIMS
andEPCto be solved. This issue is not necessarily related with the cloudificatibtfSabut must be
considered for its relevance within BS service.
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ThelMS integration with otheMCN services should take advantage of them for several purposes. For
instance, relying oMaaSwill allow elasticity and optimised scaling operations, wiil®BaaS may

be important for user mobility prediction. Additional services such as Domain Name System as a
Service PNSaa$ or Networking Load Balancing may also tsevant for this scenari@®3.1 2013,

D3.2 2014)

An additional consideration within IMS is tmeobility of users, which should not impact their quality

of experience. These typical disruptions are expected to be lessened by the presence of the Distributed
Mobility Management feature, included EPC Moreover, CDMaSmay also be taken into account

for application servers, even though this is not a priority.

The nonravailability of physical radio equipment may limit the extent to what this scenario can be
demonstratedregarding the different access possibilities provided to an IMS user. éntitycer to
guarantee that an appropriate demonstration is achieved, the connectivity must be provided either by
real devices or, alternatively, by simulatibased radio devices that may also be emulated.

2.3.2.2 Requirements

Specific requirements folMS can be foundin D5.1 (D5.1 2013) however, for demonstration
purposes and apart from the clenadated requirements identified in the previous scenario, the most
relevant requirements for this scenario shoutd be

1) Security Control

2) Cost and Time Efficiency
3) Modularity

4) Evolvability

5) Application Performance

These requirements have already been detailed before. However, they should be interpreted within the
context ofIMS,f ocusing on specific aspects such as ma
performance in the dekry of the desired multimedia content and the final quality, possibly
considering the interaction wittPC DNS or other services.

2.3.2.3 Scope, Packaging and Purpose

Since this scenario is focused on the service provided By &service, specific subcenarioxan be
defined not only in different scopes, but also for different purposes. The packaging for each scenario
will also reflect these two points, as presented next.

2.3.2.3.1 Experimental Sub-scenario

For evaluation purposes, two different packages could be coedid®©ne would be a fully
comprehensive experimental package, for consideration in a confidential scope. Another package, for
a restricted scope, would allow remote access allowing the evaluation of only certain parameters.
Within this evaluation the follwing parameters, among many others, should be considered:

I Time taken to establish a simple call

9 Time cost of scaling in/out IM®lated resources
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2.3.2.3.2 Demonstration Sub-scenario

Considering a public scope for the presentation of the cloddifiS, future posdile users and clients

can be appealed through a demonstration package presented in suitable events such as technological
fairs, conferences and workshops. Being entirely purposed for demonstration, this package should be
appealing and involving, highlightgy the most interesting features of the adopi#st

1 Demonstrate the efficient use of resources according to the number of supported clients

1T Demonstrate the i mprovement on a call ds qual.i

2.3.3 MCN-Enabled Digital Signage plus RAN/EPC

Targeted and focused advertising is a must for reaching the most relevant audiences. Nowadays, the
vision of a Digital Signage takes advantage of remotely configurable displays allowing this targeted
messaging to occur in retiine, reflectingthe desired advertising campaigns with ease and efficiency.
More details about the stakeholders and user context of a Digital Signage NeD&dk dan be

foundin Chapter 5, Section 4 of D2(D2.1 2013)

This scenario intends to demonstrate howVHEN-enabled Digital Signage System, by resorting to

the cloud infrastructure, can store and deliver all the required multimedia contents. This should be
done efficiently and in a timely fashion, dynamically increasing or decreasing the amount of necessary
resources at any given time. Moreover, guarantees of a reliable dissemination of content, as well
constant monitoring for rating charging and billing, should be provided independently of origin of this
contentwhich may be present remotely in differentvegs across the world.

Similarly to the other demonstration scenarios, a preliminary phase should present-enaloiet

DSS displaying the ability to scal@ or scaleout according to user needs, among other
functionalities. However, in a secondary nm@omplete phase, an evaluation and actual measurement

of the obtained Quality oService Qo0S/Quality of Experience QoE) should be gathered. For
instance, a relevant measurement would be the time taken between uploading a file to the content
repositoryuntil it is distributed to an appropriate player.

2.3.3.1 Challenges

As with other possible scenaridsPCand RAN are expected for providing connectivity. However,

due to the already identified physical challendeBC may have to be considered without concerns

about how radio components will be handled. Moreover, wHRG, the support Distributed Mobility
ManagementMM) i s expected. The predicti dsSaaShnd user s o
should be obtained throughOBaaS

By integrating DSSaaS witBLAaaS different flavoursf DSS may be available and, in addition to

the typical DSS services, through RCBaaS will allow to charge for the requested amount of demanded
resources regarding both the infrastructure and connectivity. Moreover, supplensentégs such

as ondemand adaptation and other requested parameters/metrics can also be properly charged.

The abovementioned behaviours and characteristics are closely related with monitoring data to be
retrieved from Maa$S, which should provide commond generic monitoring information about the
virtual machines being used.
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Concerning ICNaaS/CDNaasS, two different approaches may be considered, one where the CDN can
be used as an alternative source of multimedia content for the players and another whgreole8§S
supported by it, so that ICN/CDS acts as the single source for providing content.

2.3.3.2 Requirements

Similarly to IMS, the DSS has specific requirements apart from the requirements resulting from the
cloudification process. In particular, therceived user experience must be taken into account. For this
demonstration scenario the following requirements have been identified:

1) Cost and Time Efficiency
2) Swift Deployment

3) Modularity

4) Application Performance
5) Application Appearance

Being DSS entirely foused on the users, and on how the information is propagated and received,
these requirements must not disregard user experience. Moreover, not only will the cost efficiency be
important, but also will the ease in deploying such a system be fundamengaitéotial clients
interested in updating or upgrading their marketing solutions.

2.3.3.3 Scope, Packaging and Purpose

Being very practical and tangible, the resulting output from a Digital Signage System can be both
evaluated and demonstrated in different wayse $cope of each possible demonstrationssgmario
for DSS influences the possibilities to be considered as explained next.

2.3.3.3.1 Evaluation Sub-scenario

Depending on the different possible scopes, several packaging systems can be considered for the
evaluationof DSS. A possibility, in a public or restricted scope is to offer a deployable package that
provides a trimmed version of DSS, highlight some of its features and presenting its performance.
Another approach, for a private scope, could consider both ateemmd an experimental package,
allowing a full assessment of the system. Concerning these evaluation possibilities, the performance
following characteristics should be considered:

1 Time cost of scaling infout DSE&lated resources
1 Time taken between theload of user content to the repository and the reproduction of that

content in a DS player

2.3.3.3.2 Demonstration Sub-scenario

Not concerned about performarggecific metrics, a demonstration or deployable package could be
used for a public scope, showcasing acfional perspective of the Digital Signage System with
appealing interfaces and interactions. Some interesting characteristics to be presented are exemplified
next:

1 Demonstrate the efficient use of resources according to the number of supported clients

1 Ease of information content (e.g. video) dissemination
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234 AE2E0 MCN & Service Composition

This scenario intends to provide a generalised and holistic perspective of the MCN project, allowing
the Cloud Computing principles to be included in an-emeind fashionconsidering multiple and
different services, delivering the possibility to support diffeglubile Virtual Network Operator
(MVNO) models for several technology domains.

Knowing that an increasing number of MVNOs has been registered in past yearshizegrowth
expected to continue in the future, this scenario is expected to replicate the creation-ehalued
Light, Hybrid and Full MVNO, providing the necessary services for each MVNO flavour.

As an objective for this demonstration scenario, ke main service domains in MCN (RAN, Core
Network and Data Centre) which themselves are composed by other distinct services, shall be handled,
taking also into account the support of multiple tenants and the integration ofeclablbd business

and opeation support systems as well of rating, charging, billing and SLA management. A more
detailed perspective of all the intrinsic characteristics of this scenario is presented i(DRZ1

2013)

While in Scenario 1 it could be reasonable to demonstraggesiarvice scenarios, in this scenario,
service composition must be demonstrated. In a first stage, a practical demonstration of this service
composition should be achieved, exploring the capabilities of each-86Giponent and guaranteeing

that all the déned interfaces are correctly established. After this preliminary demonstration stage, a
more detailed analysis of the MCN platform, gathering relevant KPIs and measuring the overall
guality of experience provided by the achieved cloudification and atfegrof all MCNservices.

2.3.4.1 Challenges

Due to the purpose of this scenario, where all services should be integrated, different challenges arise
per service and between services. Other questions such as the handling-tdhanty, and support

of differentservices across multiple tenants will also arise. These challenges must be addressed in this
scenario. In particular:

1 The Cloud Controller should support the registration of endpoints (required for every service),
which should provide information abathie service instance.

1 The SO/SDK should manage the deployment and provisioning of each service (the SO uses
the Cloud Controller through the SDK)

0OSS/BSSaas should be seamlessly integrated with Monitoring, RCB and SLA Services.
The Maa$S should collect apdovide details about servicegistered meters and parameters

Mobility prediction models, from MOBaaS, should provide estimations of positioning and
bandwidth of users in the future, allowing to know what bandwidth will be available in certain
points ofthe network for a given time. This will allow the triggering of events to support the
optimization of network configuration

1 EPCaaS, in addition to connectivity should guarantee that no disruption is experienced by
users (DMM)

I For ICNaaS/CDNaaS session dantty must be guaranteed (Follenve Cloud)

2.3.4.2 Requirements

All of the requirements identified throughout this document have been partially present in each of the
defined scenarios. However, since this scenario aims at providing a generalised overvieantifethe
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MCN architecture and services, such requirements must desited and considered for this
demonstration scenario:

1) Elasticity

2) On-Demand Scaling

3) Multi-tenancy

4) Energy Efficiency

5) Survivability

6) Cost and Time Efficiency
7) Modularity

8) Evolvability

9) Application Performance

10) Application Appearance

2.3.4.3 Scope, Packaging and Purpose

Once again, the completeness of this scenario requires all the possible purposes to be considered.
Bearing this in mind, the following three sabenarios where defined:

2.3.4.3.1 Validation Sub-scenario

While the validation of main fundamental cloudified services has already been defined, it did not
consider an entirely er-end perspective. For this reason, not only should the cloudification of
services be validated as a whole, but also, theioheiV features of services should be analysed in this
complete and involving scenario. For this purpose, a remote package can be used in different scopes
(public, restricted or confidential), according to the functionalities being validated. As an exdmple
these functionalities, service composition could be considered, as well as related cloud characteristics
such as elasticity, as exemplified next:

1 Request IMSaaS + EPCaaS + DNSaaS + Maa$S + SLAaaS + RCBaaS

1 Scale infout EPCaasS triggered by MaaS, accordimthe established SLAs, and reflect it in
RCBaaS

2.3.4.3.2 Evaluation Sub-scenario

An evaluation scenario that also considers the entire MCN architecture is fundamental to understand
how all the services interact and thrive in providing their functionaliase it may be important to
provide information about the systemdbs perfor ma
public or restricted scope should be considered, packaging this demonstration scenario in an
experimental package that solely c/esome relevant parameters. In confidential scope, both
experimental and deployable packages can be addressed, ensuring the proper assessment of all the
relevant metrics and KPIs. Therefore, not service specific but instead in an E2E MCN perspective, the
following parameters, among others, should be considered:

I Time taken between a service request and actual service availability to the user (requests such
as new service, update service, among other available operations)
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1 Measured quality of a call
1 Adaptation time for the followme cloud when a change occurs

1 Accuracy of the mobility prediction models

2.3.4.3.3 Demonstration Sub-scenario

An efficient demonstration of all the benefits from a Mobile Cloud Network approach is of paramount

i mportance t o smdddédlvaue.tThistfihakendendosgenaatid ethoes thoroughly the
essence of the project and therefore different demonstration approaches should be taken. Focused
specifically in an entirely public scope, a remote package should allow users to havewtneir
experience of the entire MCN architecture, being allowed to experience some of its functionalities.
Moreover, still in an open context, different demonstration packages should be defined, each one
highlight specific advantages of this approach, belrig packaging system targeted at different
audiences such as the scientific community to be presented in conferences and workshops, or the
industry, focusing on technological fairs and events. These packages should above all be aesthetically
appealing andconcern different aspects, demonstrating them clearly and efficiently. Some of the
considered aspects should be:

]

The flexibility of service composition

The possibility to extend its features

The ease in deployment and configuration

The increased systeperformance

Generalised Efficiency (Energy, Cost and Time)
Security

Integration betwee®perational Support SysterfOSJ/Business Support SysterBSg as a
Service SLAaaS, MaaS and RCBaaS

2.4 Summary

In order to effectively demonstrate the impact of the NdHoud networking solution different
demonstration scenarios were defined. These scenarios take into account several distinct requirements
that make MCN standout from other solutions. Moreover, a phased approach and heterogeneous
scopes for the proposemonstration scenarios have been presented, aiming at reaching the desired
goal in a feasible and efficient manner.

Copyright O MobileCloud Networking Consortium 2012-2015 Page 26 / 88



MCN @&

Mobile Cloud Networking

3 ProofConcept Applications and Ser

A proof-of-concept is a enhancediemonstrator that presents the different services runninghtrge
This section willbe mainlyfocused on the firstproof-of-concept fortwo final MCN applications DSS
and IMS, defininga specificscenario foeach onand listing thanainconceptgo be proved

Each concept will be proved by one or more spedfitN service(s). These services will be the
output of WP3D3.2 2014, WP4(D4.2 2014) WP5 5.2 2014 and they will be integrated in WP6
as it is described later in Sectidriintegration Plans in this document.

Thetwo PoCuseonly a smallsample of althe benefits tht MCN may offer, but it will beenough to
establish daseline to defina clearoadmagor integration

The goal of this section is &howcasén detail the benefits that the MCN may provide to relevant

MCN services (i.e. MCN services that resort to other services such atomic and support services)
including the welknown benefits that everyl@id environment provides itself, but also taking the
advantages of thesedmo b i | e net wor k oriented architecture.
cloud will be treated and analysed explaining the concept, why it is beneficial, and how it can be
achieed in the MCN context.

For making the proebf-conceptsstand out from asimple demastration and provide some
background and businessiented ideas, we will also detail a scenario where the proof of concept
takes place. This is closely related with thealf scenarios described in D2D2.1 2013) where the
MCN contributions and innovations are mentioned.

3.1 Scope and purpose of the applications

The scope of DS®Sand IMSaaSis to provide a complete, eaByuse, reliable, scalable and cost
optimizedDigital Signage NetworKDSN) and IMS, taking advantage of the MCN benefitsthis
project we may prove that both an M@&¥abled DSSaaS and M@habled IMSaaS can work as
overthetop services in a mobile cloud environment achieving the benefits sought.

From a business point of view i$ easy to realizeéhe advantages provided by an M{ENabled
service compared with conventionasolution.

3.1.1 Digital Signage System

The purpose ofthe DSSaS(D2.2 2013)proof-of-conceptis to prove that DSS can take advantage of
the benefits provided by the MONatformin orderto achieve a better service including the following
aspects

1 Scalability and Elasticity: It gives the opportunity to increasor decrease the number of
instances of the service automatically to provide a reliable service independent of the current
load of the systemThis concept will be proved thanks to the MCN LExaS service, the
laaS/CC and of course through running the DSS&a service itself.(Mell 20117 Rapid
elasticity);

9 Flexibility: This feature offers an automatic and scheduled way to play the contents in
different times of the day, different days of the week and in different screens according to the
desires of the persons that manage the system. Also a way to manage differenusgstem
should be offered by the DSS, assigning different degrees of authority according to their role
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within the company.Also the capability to show more than one kind of information
simultaneoushjin the screercan be providedit means, the DSS Playesbould be able to
show videos as well as photographs, making the screen more informative and intérkisting
concept will be proved by the DSSaaS service itself

1 Remote control: Remote control means that the service might be able to be accessed and used
from any location and in any moment with an internet connection, based on a Cloud solution
to provide this characteristic. The process should be as simple asgadirowser, connect
to the DSS portal and scheduling and modifying the contents whictbavifilayed on the
screensOn the other hand, DSS players should be able to access to updated grids and new
contents provided by the servic&his concept will be proved by the RANaaS/EPCaaS
services, through the DSSaaS servicAlso CDNaaS will play an igortant role facilitating
the access to the contents required by the plditet 20117 Broad network accegs

T Smart Content Location and Follow-me Cloud: Follow-me cloud enables that content and
data and as well services are following the user as eegmssible and as fast as possible.
Smart Content Location is for providing DSSaaS capabilities of displaying location related
media. This concept will be proved by the RANaaS/EPCaaS services and CDNaaS
through the DSSaaS servicéMell 20117 Resource pding);

T On-demand: These features offers the possibility to provisioning a DSS system when is
required, it means, on demand, depending on the computing capabilities needed for each
moment and each user unilateralhis concept will be proved by the laaSservice, it
means, the Cloud Controller Infrastructure, through the DSSaaS servicéMell 20117
On-demand sel§ervice;

1 Pay-asyou-go: The Payasyou-go Cloud principle offers to DSS System the capability to
monitoring the system use, to optimise the veses and therefore offer transparency for the
user and allowing a metered services pricing. The service will be charged for the resources
usage, mainly for the storage capacity of the content repositories, for the network throughput
from downloading the antents and for theCentral Processing UnitCPU) usage for
generating the statistics data from the reports of Digtal Signage(DS) players. This
concept will be proved by the RCBaaS service, through the DSSaaS servibell 20117
Measured servige

1 Measured Service andQuality of Service Qo0S: QoS focuses on a measured service
(Mostly on network domain) to ensure whether all the metrics are over acceptable threshold.
From DSS perspective this meamgegration with MaaS and SLAaaS gives DSS service
analysed information about its instances. Analysing these data and making proper
orchestration decisions, the system can assumeentswill deliverin a fast and efficient way
and gerformancewill be guaranteed by operations like up/down scalifids concept will be
proved by DSSaaShrough the MaaS and SLAaaS(Mell 20117 Measured servige

3.1.2 IP Multimedia System

The purpose of the IMSaaS proof of concept is to prove that with the innovative MCN architecture the
IMS service can be cloudified anustantiated to achieve the following objectives:
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1 On-demand and Elasticity: These features offer the possibility to provisioning a IMS
instance when is required, as for DSS. This concept will be proved by the laaS service, it
means, the Cloud Controllerfiastructure, through the IMSaaS seryice

1 Pay-asyou-go: The Payasyou-go Cloud principle offers to IMS the capabiliy monitoring
the systemusage optimisng resource utilizationand therefore offertransparencyto the
uses allowing a metered semeés pricing.The IMS EEU will be chargedfor resource
utilization, mainly for network and computationahd at the same time the IM81d customer
will be charged based ospecific consumption ofresources using an IMS instance. This
concept will be provediainly by the RCBaasS service, through the IMSaasS service

1 Measured Service and QOE/QoS:To improve user perceived performance and usage
facilities. Quality of experience (QoH)cuses on the entire service experienceragdns the
service is responding fahe end user the smoothest and fastest. This requires appropriate QoE
as well as Qualitpf-Service (QoS) support on all layers, including applications, core network
and radio access. QOE/QoS should be provided@edd. Form IMS perspective this means
ensuring media quality paving the wiay best effort algorithms used;

T Remote control: Remote control means that the service might be able to be accessed and used
from any location and in any moment with an internet connection, based on a Cloud solution
to provide this characteristic. For IMS this means access to IMSaaghhRANaaS will be
guaranteed;

1 Smart Content Location and Followme Cloud: Follow-me cloud enables that content and
data and as well services are following the user as close as passilas fast as possible. For
IMS, having IMS main components as close as possible to the location tieerend
customers are using it;

1 End-to-End: This Claud principle offers to the IM$e @portunity to provide to a customer,
with a unique provider, all the functionalities related tolllS system. This concept will be
proved, ingreater ottesser exteriy the all MCNEnabled services;

1 Scalability: This feature offers the possibility timcrease or decrease automatically the
numberof end users getting the service IMS without affecting performance can be done in a
simple and easy way, even when scalog process is needed. Alslis concept will be
proved thanks to the laaS/CC and of course through running the IMSaaS service itself

3.2 Brief description of IMS and DSS

In the following section different components of each service are described:

3.2.1 Digital Signage System

Digital signage is a form of electronic display (usually technologies sutigagl Cristal Display

(LCD), Light-Emitting Diode [ED), plasma displays, or projected images) that shows multimedia
contents. The set of electronic displays form a network which is centrally managed by a central server.
The two key parts of digital signage are on one side the cerdadton the other side the technology

that supports.

3.2.1.1 Digital Sighage System

This application is responsible for the following tasks:
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1 Management of users:Users can login into the system and using the web frontend they can
perform different actions. This module has the responsibility to neammdgrmation related
the users;

1 Management of contentsEach user has his/her own content uploaded on DSS sérkiese
contentsshould be accessed later and be shown on DSS players. The responsibility to manage
different actions performed on #econtents is on this module;

1 Management of grids and schedulesDSS players follow a schedule to show different
contents wih defined order and for specified time. This module manages different actions
which canbe performed on these schedules;

1 Management of players: One of the important tasks that central server application is
responsible for is management of the playersddition to the management of the profiles of
the players, it receives the reports from the players and it also sends the necessamydsom
for resynchronizing them;

1 Management of configuration: Each DSS player, according to its profile, needs a set of
configurations to perform its tasks properly. Thi@dule that contains the logic for building
the configuration required for each DS player based on themation stored in the database.

3.2.1.2 DSS Main Content Repository
This application is responsible for tfe@lowing tasks:

1 Management of uploading contentsThis module has the responsibility to get the requests
from the DSS central server and physically store the uploaded contetfis Main Content
Repository(MCR);

1 Management of downloading contents:Getting the request for delivering contents, this
module has the responsibility to parse the request and handle the file to the party who sent the
request (could be CDRointOf-Presence, POiRstances).

3.2.1.3 DSS Player
This application is responsible for the follimg tasks:

1 Download the defined schedule:each player has a defined schedule for its contents which
arestored on DSS central server. This module downloads this schedule in specific periods and
updates the curngé one with the downloaded data;

1 Download the contents according to the defined scheduleThe player needs to store the
contents physically according to present them in defined sequence. This module has the
responsibility to download needed contents and prepare them for presentation

1 Presentation of the contents: According to the downloaded schedule and downloaded
contents this module will present them in the actual screen/s of the ptayél.also allow
the partitioning of screen allowing to display complementary information simultaneously.

3.2.1.4 DSS Player Monitoring and Reporting

This application is responsible for the following tasks:
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1 Monitoring the presentation process:The main goal for this module is to make sure that the
player is up and running. In case of failure it should send appropdéd@sand commands
to reinitiate the player application. Other than that, it should record all the data according to
the presentation sequencealdengths for further analysis;

1 Reporting the information gathered during representation processThis modulehas the
responsibility to transfer all the information gathered by monitoring service and all the logs of
different modules to the DSS central server.

3.2.2 IP Multimedia System

The IMS is a servicéhat offers high level Iased multimedia services like Voioger IP (VolP)
telephony and messaging based onefined standards 't3Generation Partnership Project, 3GPP).

On this context, users can connect themselves to the IMS service from any device supporting the
Session Initiation Protocol (SIP).

The following components are required for an IMS instance:

1 Proxy Call Session Control Function (PCSCF) i Corresponds tthe first point of contact
between the IMS terminal generically named IMS User Equiprfist® UE) and the IMS
network.More information is availale in D5.1 section 2.dD5.1 2013)

1 Serving Call Session Control Function (8CSCF)1 Thisis the central node of the signalling
plane. It is basically a SIP server and it performs also some session control. (More information
is available in D5.1 section4).

1 Interrogating Call Session Control Function (FCSCF)i A SIP proxy located at the edge of
an administrative domain. Its address is listed in the DNS records of the domain. (More
information is available in D5.1 section 2.4)

1 Home Subscriber Server (HSS) Represents the central repository for end user subscription
profiles and network connectivity dynamic information. In particular, it contains security
information, authentication and authorization, user profile information, trigger points, initial
filter criteria and SCSCF association points. (More information is available in D5.1 section
2.4)

1 Subscriber Location Function (SLF)7 Used by the other components for retrieving the HSS
where are located the subscriber information is located. It is usuallyiusase of multiple
HSS instances in a single domain.

1 Application Server (AS)i Thisis a SIP entity that hosts and executes services. It has a
critical role in the IMS infrastructure, because most of the time it is the component that
implements the ldg of services like messaging, presence, etc. (More information is available
in D5.1 section 2.4)

1 User Equipment (UE)T A device at customer premises or under customer control able to act
as originating or terminating endpoint of multimedia sessions sualsdP phone.

3.3 MCN concepts proved by IMS and DSS

We still need to establish a clear relationship betweemnl¢seribedi MCN conceptso and
services used for itAs the relationship among different services of the MCN network is tiggt.
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establising a defined roadmajpor eachservice we will seavhich other servicesan be included in
final proof of concepandwe will also focuson the concepts that can be proved in the first padof
concept.

3.3.1 Digital Signage System

On this section, theecessary services for demonstrating MCN principles through the DSS Proof of
Concept (PoC) will be described, detailing for each service the benefits it can offer to the final service
(DSS). On this way, we will see, for example, that the Cloud Contiisllsrandatory for creating a

DSS OnDemand instance or that Paasyou-go feature could not be achieved without RCB service.

For the first PoC, only MCN few benefits can be demonstrated due to the early stage of the
development. This will be detailed in thebsectior8.3.1.2

3.3.1.1 The MCN concepts that will be proved in a Final PoC (per service
integrated)

The goal ofthe doud enabled DSS proaff-concept is to make seithat the combination of atomic,
support and MCN services together can perform as a desirable platform@ueshhe-Top (OTT)
applications.

Following is a list of all the servicebdt will be integrated with DSS:
1 Atomic:

0 laaS/CC: In a context of Clou€omputing in relation to Service Providers of an
infrastructure, it refers to the capability to provide computational resources, including
physical or virtual machines as well as other resources. In this case, the Cloud Controller
will provide this capallity to the DSS SM/SO, allowing the customers to deploy, manage
and dispose the instancebhis atomic service will support the On-Demand and
Elasticity Cloud Concepts.

1 Support:

0 MaaS:Retrieval of performance related metrics from MaaS. This metrics wiisbd for
taking decisions for scaling up/down the DSS system if needed Once the metrics are
collected by the DSS Service Orchestrator, it will apply its internal rules to decide if there
are actiongo be executed to modify the iaBtructure (for examplimcreasing the storage
space for a certain component) or the service map (for example, creating new instances of
the system).This service will support the Scalability and Measured Service Cloud
Concepts.

0 LBaaS:Based on the information provided by MaaS then SO has to take the decision of
scaling which leads to creating or removing a server. Then LBaaS will be used to balance
the load between two serveiBhe use of this service by another shows that there a
mechanisms used to ensure horizontal scalability

0 AAAaaS: Based on the information available on the clients, the authentication and
authorization of the service can become simpler and more secure, with the possibility to
avoid a local configuratian

o DNSaaS:Optimized routing between DSS players and different servers of the service
using DNSaaS. The DNSaaS provides to the DSS help to reach the DSS component
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instances by a URL. All the URLs used to access to the service will be defined by the
DNSaaSThis service will support the Remote Control Cloud Concept.

o DBaaS:Storing different information related to DSS service by getting a database instance
from DBaasS. Certainly, the information that will be stored in the DB will be User profiles,
Content Schedules, Camits Information, Players, Trigger configurations and Billing
information.

0 RCBaaSRetrieval of RCB information of DSS clients from RCBaaS supporting service.
According to the MCN corepts, now, the end user shotiddve to be charged for the
amount of resarces he really used for running the service. RCBaaS will provide this
feature to the DSN systerhhis service will support the Pay-asyou-go Mobile Cloud
Concept.

0 SLAaaS:The SLAaaS supporting service is used to insert into the MCN platform the SLA
acceped by the DSS Provider and the Service Customer. In that SLA, QoS parameters
and metrics are established for each flavour of the O88. service will support the
QoS Cloud Concept.

0 MOBaaS: Offers prediction information about movement of individual endrsisthe
traffic that these users will generate in a certain moment and the bandwidth available at a
certain location in a future moment of time. The information which the DSS handles has
two main purpose@nore details available in (D5.1 2012))

1 Itwill be used to dynamically switch the contents displayed in the DSS screens

1 According to predictions and bandwidth availability, the DSS will be able to scale
up/down the Content Cache Repository

The MOBaaSservice will support the QoE/QoS and Smart Content Location Cloud
Concepts.

1T MCN:

0o CDNaaS:Retrieval of content information which is needed to be played in players from
CDNaasS (POP Instances). Also injection of contents from MCR will be providesl.
service will support the Remote Control and Followme Cloud Cloud Concepts.

0 RANaaSEPCaaS RANaaS provides data connectivity to DSS players, providing them
the capability to connect in any place and any moment to the Cloud Envirofthesé
services willsupport the Remote Controland End-to-End Cloud Concepts.

3.3.1.2 The MCN concepts that will be proved by the first PoC (per service
integrated)

In this point a short summary of the MCN concepts that will be proved on PoC is described:

1 On Demand This feature will be provided by the Clo@bntroller, and it offers an easy way
to deploy, provisioning, rutime management and dispose the DSS instances. When a
customer contracts a DS service, a basic infrastructure (DS Load Balancer, DS Central Server,
DS Main Content Repository) is instanédtordemand for that customer, it means, complete
DS service network
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1 Flexibility : This feature will be provided by the DSS itself, and it offers an automatic and
scheduled way to play contents in different hours in the same day, different days onkhe wee
and in different screens, taking into account the desires of the persons that manage the system.

3.3.2 IP Multimedia System

In this section, following the same structure than the previous pgbatMCN concepts and MCN
defined services are described, whichvide necessary support for proving IMS concepts, both in the
final PoC and the first PoC.

3.3.2.1 The MCN concepts that will be proved in a Final PoC (per service
integrated)

The goal of Cloud enabled IMS proof of concept is using the atomic, support ancphd@iNed
services together, to achieve a high availability and performance level typical of IMS systems, but
in a Cloud Environment, and leveraging the its principles and advantages.

Following is a list of all the services that will be integrated with I8l will be proved by this
MCN service.

1 Atomic:

o0 laaS:It refers to the capabilitgf providing computational resources, including physical or
virtual machines as well as other resourdédss atomic service willbe used by the IMS
SO and DSS SO fosupporting the On-Demand Cloud Concepts.

1 Support:

0 Maas: This service will provide to the IMS the capability to know, in different moments,
the capacity occupatn of the system, in order ttake decisions and to adapt itself
accordingly the runtime deploynt. Also, the monitoring information will be used for
lawful interception, rating, charging and billinBhis service will support the Scalability
and Measured Service. MCN Concepts

0 LBaaS: In the IMS there are different levels of load balancing. In dasiapproach that
DSS, considering the metrics and paramegbeosided by MaaS to the IMS SO, it has to
take decisions related to scaling, which leads to creating or removing a server. Then
LBaaS will be used to balance thedodhis service will support the Scalability Cloud
Concept.

o0 DNSaaS: This service should offer an interface for being updated on demand for the
IMSaaS deployed instance. This will provide a dynamically updating of the network
configuration. For that, it should be possible to conne¢h¢oDNSaaS from each IMS
SIC running on different domains.

o DBaaS: this service will be used by the IMS for storing information about the subscribers.
It will provide and interface to the IMS Service Orchestrator for creating and removing
databases, andsal for creatingisers and updating credentials.

0 RCBaaS: Using the RCB service, the IMS provided will be able to combine the charging
information related with the customer and the one available from the Cloud Service
Provider.This service will support the Pay-as'you-go MCN Concept.
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0 SLAaaS: this service will provide to the IMSO the QoS parameters and metrics to
guarantee a high level QoS/QoE valu€kis service will support the QoE and QoS
Cloud Concept.

0 MOBaaS: This service will support bandwigitediction for the IMS SICs. It will be used
to manage the locations where the IMS should be deployed, according to the predictions
provided by the service, enabling a faster adaptation. This service will prove the Smart
Content Location and QoE/QoS MCNnuepts.

1T MCN:

0 RANaaS/EPCaaRANaaS provides data connectivity to IMBhese services will
support the Remote Control and Endto-End Cloud Conceptsas shown in section
5.5 0of D2.1 (D2.1 2013)

3.3.2.2 The MCN concepts that will be proved by first PoC (per service
integrated)

In this point a short summary of the MCN concepts that will be proved on PoC is described for IMS:

1 Remote Controt This feature is provided by RANaaS and EPCa&4SN services, it
guarantees the connectivity of the EU SIP devices to the service.

1 On-Demand and Elasticity These characteristics are provided by the Cloud Controller, and
they allow to deploy, provisioning, retime management and dispose the IMS instances when
is needed, in a fast and easy way. WE&U contracts an IMS, it will be inantiated on
demand and in an elastic way for that customer.

3.4 Defined scenarios and use cases

The proof of concept should be aligned with the scenarios and use case defined in WP2 and agreed to
be developed in WP5. In this section provided a briefrgggm and reference to those:

3.4.1 Digital Signage System

On order to guide the PoC to a real business scenario we have defined aligned to the WP2, two
scenarios for the PoC. The general scenario attempts to cover all the MCN benefits, whereas the
second onés focussed on the goal of @emand and Mobility for the first PoC.

General Scenario:The general scenario is related to a Gastronomy Tour, taking place in Spain. The
tour has duration of 6 weeks distributed in 6 different events of 1 week each different places.

On the different events, different companies will show their own products and information, and for
that, they decide deploying a Digital Signage Network according to their needs, the agreed that a
Cloud solution is the best option becaiids able to offer some properties needed for the companies,
like Payasyou-go, On demand, Elasticity, etc. DSN functionalities like demographic recognition,
reattime updated information, streaming video can be supported over a cloud platform, ¢hehefor
purposes of the companies will be achieved successfully.

A more detailed scenario related to the Digital Signage Service could be found in Deliverable 2.1
(D2.1 2013) section 5.4 (a short summary can be found bel&gp, more information about ¢
requiremergis provided in D5.1 section 3(65.1 2013)
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M18 DSSPoC Scenaria Recently,a Spanish train transport company did a research on his
passengerds data and mobi |l e Theedsuishowk 80% @fvpeopla g e
preferto usetrains rather than other available options tfwgir daily trips. It also showghatin over

80% of train path mobile network andata coveragexists According to this amazing results the
owners of the company think it will be a good investment toedbe somewell-known brand
products in the data enabled LCD screevrisch are installed in different parts of the trains.

To achieve this, they decided to deploy an instance of Data Signage Serviceh@&S)vailable on
Mobile Cloud Networking pldiorm. To deploy an instance, they dbe instantiate feature provided

by the Service Manager of MCMaving the instance ready, they can deploy the DSS service through
the administration panel

With a complete instance of the service with all its comptsdeployed, each of the companies who
want to advertise their products can register for the service and login into the costumewipiahel

gives them the ability tmmanage their contents, schedules, players (the ones they have permission to
access) androups of players.

Now first step to prepare their contents (images and videos), is to upload and add them to desired
playlist with corresponding schedule.

Second step is to define the player or group of players that are going to show the uploadesl content
They can choose between the players who they have already bought or rented form the train company.
In this case they have to choose in which trains and also in which players of that train, they want to
show their contents. So the user goes to eachfifedieschedules in previous step and assigns a group
(groups can consist of just one or more players) to them.

At this point players which are equipped with a eatabledSubscriber Identity ModuléSIM) card

will automatically resynchronize themselvesttwthe updated information in main server and after
downloading the contents they start to play the defined playlists. The players also have a face
recognition softwarand ThreeDimensional (3D) observerecognition software that aranning
simultaneously which can be used to gather information like how many people are watching the
contents, etc.

Finally if the owners of the train company decide to end their service or temporarily suspend it, as
there is no need to have the DSS instance dpwaming, they will dispose the deployed instance.

First PoC use @se The PoC for DSSaaS will be a simple instantiation creation of the DSS through
the Cloud Controller (CC), the Service Orchestrator and the Service Manager, using the DSSaaS to
manage sme simple operations (create instantiations of players, users, schedules/grids, groups of
players, etg, and finally destroy the DSSaas instance through the CC, SO and SM

According to the Consolidated Scenario in WP2 (D2.1, section B.8), for this PdO@S$will be able
to:

1 Connect the DSS player to a RANaaS/EPCaaS

MCN user(EEU) accesssthe DSSadministration pangb deploy an instance of the service.

1 Service Manager creates service orchestrator responsible of de whole service deployment
DSSaas instance will be deployed using the API provided by the Cloud Controller

1 End user will access 0SS Central servend register himself on the system

=
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1 Once regstered, the user will setup the previously connected player using the Web console
provided to start receiving contents.

1 Then, End user will create a players group and a contents grid and upload two video files to
the system which will be stored on the DIg8in Content Repository

1 The player will be configured then for displaying the video in loop.

1 The grid and the contents will be downloaded in the player fl®% Main Content
Repository

1 The DSS Player will display the contents according to the downlaadked

71 Finally, the DSS instance will be disposed.

3.4.2 IP Multimedia System

In the case of the IMS, @edicatedGeneral Scenario doemt exist but the IMS is fitted inside the

MCN Scenario 1 (Mobile Virtual Resources on Demand) and MCN Scenario 5 (Foka®loud &

Smart Content Location) that can be found in the Deliverable D2.1, sections 5.1 and 5.5. Taking into
consideration these two general scenarios, it is possible to describe a simple adapted PoC scenario,
which is described below:

M18 IMS PoC adaptedsenario: A Mobile Network Operator (MNO) decides to deploy an IMSaaS
instance for offering Voice call services between subscribers during a limited pétime. Running

the IMS assoftware on top of a common hardware architecture mayceethe costs afieployment
andmay also reduce its operational costs through deploying only the IMS components required at a
specific moment of timeTo achiew thisit was decidal to deploy an MCN cloudified IMSaaS
instance.

ThereforeEEU administration panés requested to deploy a new IMSaaS instance. The Instance is
then Orchestrated and reamyuse. The company offer voice call service supporting both fixed and
mobile clients and access, as the IMS is a central building block for convergent communications

Customer SIP devices start to register in the IMSaaS. All session establishimenisationsand
overall handling are based on SIP protocol. A voice call may take place between two registered
customers just by sending SIP Invite messagediablishirg Endto-end(E2E) communication flow.

Later, Mobile Network Operato(MNQO) decides to dispose the instance, as it will be no longer used.
Disposal releases reserved resources.

First PoC usecase: The IMS PoC will be a simple instantiation of the IMS tigh the Cloud
Controller, the Service Manager and the Service Orchestrator, once the IMS is deployed two different
end users will register themselves on the service and will establish a voice call between them. Once
the call is finished, IMS instance witle disposed. According to this, the below steps will be followed

to achieve these objectives:

1 MCN EEU user access IMS administration panel to deploy an instance of the service.
1 Service Manager creates service orchestrator responsible of the whole seployenent.

1 Once the instance is created two SIP devices will be registered in the newly deployed IMS
instance.

1 One of the devices will start the communication sending a SIP INVITE.
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1 Connection will be established during few seconds and the end users tallkibg with each
other.

1 The call will be finished.
1 Finally, the IMS instance will be disposed.

3.5 Roadmap for application development and integration

The fllowing subsectionshowhow IMS and DSS services will be improved and integrated to other
services dring the whole projectccordingo Deliverable 5.2 (D5.2 2014)

3.5.1 Digital Signage System Milestones and Goals
This subsection addresses the Goals and Milestones for DSS

M18
For M18, the gals will be both Flexibility an®@n-Demand. They will be achievedtegrating
the DSS with the laab the Cloud Controller Platform and implementing inside the DSS the
feature of Flexibility

M21
For M21, the goal will be mainly Remote Control. It will be achieved integrating the DSS with
the RANaaS and EPCaasS Services

M24
For M24, the goals will be QOE/QaoS, Scalability, Measured Service, Elasticity antb£nd
End. This will be provided integrating the DSS with the following MCN services: CDNaas,
LBaaS, DBaaS, MaaS

M27

Finally, for M27, the following goals will be achieveSmart Content Location, Pasyou-

go, Flexibility and Followme Cloud. For thee goals, integrating the DSS system with the
following services will be required: SLAaaS, RCBaaS, DNSaaS and MOEenless
authentication will also be addressed through &AS.

Figure2 shows the expected roadmap for the DSS Serdiset is possible to see, the first milestone

is focused on a basic integration of the cloudified DS tié basic cloud infrastructure. Afterwards,

in M21, further integration with additional services will be achieved. A more complete version of
DSS, with EPCaaS and RANaaS will proviBemote Control Benefitdvi24 will be focussed in
including support seiges that allows to the DSS to improve the performance and the QoS. Finally for
M27 all will be achieved covering all the MCN principles.
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Figure 27 DSS expected roadmap
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3.5.2 IP Multimedia System Milestones and Goals

In turn this setion focuses on the same objectives for IMS.

M18
For M18, the goals will be edemand, Remote Control and Elasticity. They will be achieved
integrating the IMS with the following services: [aaS/CC, EPCR#&®NaaSand DNSaaS

M21
For M21, the goal will béo adieve Scalability. For thigntegration between the IMS and the
MaaSwill be needed.

M24
For M24, IMS will be integrated with the following servicesBBaS.Seamless authentication
will also be addressed through AAAaasS.

M27

Finally, for M27, the folbwing goals will be achieved: Measured Service, Smart Content
Location and Papsyou-go. To cover the whole MCN concepts the IMS will be integrated
with the service$/OBaaS, SLAaaS

Figure3 shows the expected roadmap for the IMS Senlicérst place, for M18 will be based on the
integration between IMS and EPC and RAN M21 will be focussed on achieve scalability. The
development for M24 will be to add support seegicto reach M26 with all the MCN services
integrated.
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Figure 37 IMS expected roadmap

3.6 Requirements Imposed to the MCN Platform and MCN Testbeds

Following is the information about specific requiremenmntgposed to the MCN platform and testbeds
for both DSS and IMS serviceShis information will be further completed in the upcoming
integration iterations and according the performed testbed planning in Task 6.4.
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3.6.1 Digital Signage System

The necessary softwa and hardwareequirementdor the DSS services presented nextoroken
down in the different modulemposing theystem

Player
1 Personal Computer (PC) with Windows 7/8 Installed
1 Windows Media Player
1 Web browser (IE/Mozilla)
1 Connectivity to RAN
Web Sever
1 CloudControllerenabledlestbedificludingEPC+RAN)
1 MySQL for the Dathase
1 Tomcat v6
1 Java7
User Access
T Web Browser (Il E/ Mozillal/ Chr omeég¢)
1 Linux 12.04 LTS

For all theservicedisted above as requirements for D8&%re is aorrespondindist of requirements
in D2.1 section 6.2D2.1 2013) All those requirements are needed to be satisfied to reach a fully
operative PoC for DSS service.

3.6.2 IP Multimedia System

RegardingMSaas$ belowis presented list ofthe necessary softwamnd hardwareequirenents for
the PoC

End Users
1 2 SIP Devices
Server
1 OpenStacHavana
1 C for main components: HSS, SCSCF, PCSCF, ICSCF
1 Java Platform Enterprise Editig@2ER for the orchestratqtentative)
1 Ubuntu-12.04 LTS
i Zabbix as monitoring tool

In addition to theseoftware requirementss for DSSall the requirements mentioned in D2.1 section
6.2 (D2.1 2013)need to be satisfieth orderto reach a fully operative PoC for IMS servi€eirther
details about IMSelated requirements can be foundliverable5.1, section 2.6 (D5.1 2013)
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4 | ntegration Pl ans

In this section the plans for realizing an integrated MCN prototype are presented. The main goal of the
integrated prototype is to combine within a single platform the implementation of the different work
packagesa set of public available tools selected to support the MCN and the proohaoépto
applications and servicedhe integrated prototyperovidesa unified framework for cloudified
service enablement, exemplary cloudified networking services and siggpoites for their cost
efficient developmentAdditionally, it includesexemplary applications running on top of the virtual
network infrastructure.

Complexity is the main issue to handle durihg integration of such a largeale prototype. It has to

be considered from the initial phase, that multiple partners with different background and experience
from two rather distinct domairiscloud computing and telecomhave to develop and to provide a

single prototype. Additionally, from the perspective tbé initial development state, part of the
components, especially related to the cloudified services and related to the cloud service enablement
platform were already developed within their specific contexts and they have to be further adapted and
integraed while others such as the service enablement support services have to be developed from the
beginning. Finally, the number of components and their interactions is very high which deads t
another degree of complexity.

In order to mitigate complexity wthdlrealizing the unified prototype, an integration work plane was
developed, as preseitin the following subsections. It specifically considées specific goals of the
project, the background technologies selected, the specific functional develophtbetpropct and

the integration risks.

In the first year of the project @dCN architecturaplatformwas developed resulting in an extensive

set of requirementsiigh-level architecture and specific developments of the service enablement, main
and suppd services as well as a set of functional requirements on the thirdspétsiyare, whichhas

to be integrated into the overall platform. Based on this framework, each of the development work
packages is currently developing their own specifimponentswhich will be later integrated into the
overall prototype together with the preaff concept applications developed in Task 6.2, starting in
Month 18 of the project.

The actual integration will happen in two major phases each including a specifioveek dédsks. The

first phase will produce a basic usable prototype for the mobile cloud platform. It will include the
basic features for the service enablement as well as a large set of gevduies which in specific
testbeds will include thepensourcecloud software OpenStack as well as the first version of the
cloud controller. It is expected that the testbeds provided by the various partners will support this first
phase, by preparing the selected component prior to the beginning of the second phase.

In a second phase, the specific developments of the work packages will be integrated, starting with the
main services virtualisation, as to enable the later cloudification of their specific features, and at a later
date the interconnection with the suppay services. As currently MCN considers 14 services from
which 6 are considered main cloudified networking services, specific actions will be taken directly
from the development phase in order to realize a unified synergetic set of interfacing pdihtg ena

later a graceful integration phase.

For being able to realize this integration, it is expected that the component blocks will have a
reasonable degree of integration already within the work packages as well as across work packages if
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the case i.e.dving common interfaces with same protocols, state machines etc. with different data
types, with different parameters or with different values of the same parameters. Several actions were
already performed in this direction in order to obtain a uniformgirdtion planThey are reported in
sub®ction4.3

Additionally, as described in the later sections a large number of risks have to be considered and
mitigated, fo each of the integration plan risks, a set of mitigation actions are put in place and
considered. In order to have a successful integration phase, it is expected that all the project partners
involved in the implementation will be able to contribute te grototype in a timely and with
functional complete and robust components.

In the following sections the integration plan is describedulmsectiord.1 the integration roadmap

and associated tasks are presented, followed by the different integration plan phases and a dependency
map analysis in subsectiods2 and 4.3 respectively.Finally an integration test case example is
presented in subsectidn.

4.1 Integration Roadmap

In this section a higlevel view of the integration methodology and roadmap is presented. The
roadmap addresses the complete integration of the different functional elements considering the MCN
proof-of concept demonisation goals as describedsnbection2.1

Functional pieces of MCN services

» RANaaS/EPCaaS/IMSaaS/DSSaaS/ICN
-CDNaaS + SOs

Initial porting to cloud

+ Basic cloud-deployable
components for the main
services

» Cloud Controller

Basic Individual Testbeds
+ OpenStack Testbeds

* OpenFlow Testbeds

+ OpenEPC Testbeds

. CS Testbed Integrated MCN services

Generic MCN

Integrated

Protot
rototype Prototype

MCN Platform Components

. SM

‘s\cznarnos ] « SDN Integrated support services
n Monitoring

Use Cases Performance

Generic Software Selection
+ External components to be
integrated

Functional pieces of support services
+ Maas, SLAaaS, AAAaaS, RCBaaSs,
MOBaa$S, LBaaS, DBaas, ...

Figure 471 Integration Roadmap

As depicted inFigure 4, there are several high level tasks included in the roadmap according to the
two phases committed in the MCN Description of WdPkease note that for simplicity, the figure
does not depictie unit and integration testing which is planned at each of the integration.phases

4.1.1 Task 1: Testbeds

For the Generic Prototype, representing the first phase of the integration, a set of basic individual
testbeds was deployéacluding multiple OpenStack $tbeds withat least two deployednd running
instances of th®penEPC softward he testbeds provide the underlying enablement against which the
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specific developments of each of the partners is executed and tested including all the hardware
equipment forcompute, storage and networking, the networking capacity and the basic underlying
software (i.e. OpenStack, etc.) from which the specific MCN implementation starts. It is of outmost
importance thaan equivalenunderlying testbed infrastructure (espegidhe software part) is used

by the different developers in order to avoid issues with different versions

A decision was taken by the project to use the standard OpenStack Halatecorresponds tthe
latest OpenStack suitevailablewhen the implematation phase started amdhich will be supported
for the complete duration of the proje€n top ofthe considere@penStaclplatform we will usethe
MCN CloudController as defined iDeliverable3.2 (D3.2 2014)

This decision enabled a large numbepaftners to establish and to start their specific development on
their own copy of an OpenStack testbed top of which as previously statedthe MCN
CloudController can be deployed@he different testbeds and provided OpenStack faciltiege
already ben collected and shall lpgesented ifeliverable 6.2 (D6.2 2014)

An extensive testbed with a specific commercial stack was installed at CloudSigma prenitécsh

the MCN CloudController will have accessits virtual resourcegor enabling the MCN compatible
deployments on top of a separate cloud stack. It is foreseen that the MCN cloud controller will be able
to interact and to enable cloud based network services on top of the specific stack, as presented in
detail in D3.2 (D3 2014)

4.1.2 Task 2: Scenarios and Use Cases

Based on the requirements developed during the first stage of the project a set of scenarios and use
cases for encompassing the main functionality of MCN were created. The use cases provide a first
high-level colerent view of the entb-end prototype and of which MCN services have to interact for
creating a meaningful proaff concept.

Additionally, the proofof concept applications and services to be run on top of the MCN provided
infrastructure were selected. rbigh these applications, a complete prototype is provided including
along with the cloudification service enablement and to the cloudified network functions an end
application which will be in most commercial cases deployed together with the virtualrketwo
infrastructure, as a main communication goal and the most important part in the revenue stream.

The description of the seled applications and services is providedSection 3 together with
information about the specific use cases and scenar@eciion2.

4.1.3 Task 3: Generic Software Selection

Apart from selecting Open&tk Havana distribution as the base for the cloud service enablement,
each of the specific software relies on other third party publicly available software. Each development
task in each of the work packages has to provide a list of such generic sofsedrevithin their
prototype.

Although a complete list of the software required is not possible to be obtained until the last day of
development, due to the inherent code changes, this information gives a very conclusive view on the
background needs of theverall prototype.For this purposesmore details can be found on the
appendixeof the prototype documentatiateliverablegD4.2 2014, D5.2 2014)ncluding a list of

the generic software used. The software is split into third party libraries used thghtcode and

Copyright O MobileCloud Networking Consortium 2012-2015 Page 45/ 88



MCN @&

Mobile Cloud Networking

third-party components which are expected to be installed and to interact with during runtime of the
demonstration.

It is foreseen that at a later integration phase each piece of software will be able to automatically
install and configuretself by downloading and installing the appropriate software. This may be easily
achieved as a large number of components either arimgtedled in the form oWirtual Machine

(VM) images or are able to use automatic configuring tools.

4.1.4 Task 4: Initial Porting to the Cloud

In a first integration phase, all the specific components already developed in another context for the
main MCN services have to be ported to the selected cloud environment. This includes the creation of
one or multiple VM images contding the running code of the specific components as well as the
mechanisms for configuring the specific components in a dynamic manner in regard to the network
connectivity according to the specific dynamic networking allocation from cloud environmetitis. In
stage, the porting does not require the support for elasticity feafissstep may be skipped for
someservicesn which the developmendf Work Task 6 starts without background software ansl it i
executed in parallel with Work Task 5.

At the end of this stage, the virtualised main services can be integrated into complex demonstration
scenarios which provide a first perspective on the advantages of using cloud infrastructure.

However, the initial porting to the cloud is made in an irselent manner for all of the components

which may further create various issues during the integration in regard to having heterogeneous
configuration mechanisms both as protocols and as state machines affecting the service orchestrators
and state machineédditional issues relate to natandard interaction interfaces between the main
services especially with the nd services such dsformation Centric Network(ICN).

During the initial porting to the cloud, a first version of the MCN Cloud Contraied Cloud
ControllerService Deployment Kit§DK), that includes a framework for the development of SOs and
SMs, wereidentified as being the most critical component dependencies, being the basic interaction
component with all the servicggesented in B.2 (D3.2 2013) These components arspecially
relevantfor the install, deployment and configuration of the main services and in order to provide a
healthy development support for the service orchestrators.

4.1.5 Task 5: MCN Platform Components

In order to lave the basis for the further integration, a set of basic MCN platform components have to
be gradually integrated including the Service Manager as part of Task 3.4, the advanced networking
concepts for muldata centresupport from Task 3.1, basic monitgg toolsas provided by each
service including the specific monitoring agefrem Task 3.3, performancevaluation tools from

Task 3.2.

Without these specific features, a pradfconcept demonstration can be created, however with a
limited set of featues in regard to the later evaluation. Additionally, the specific features can expose
only the expected features supported by the main services in terms of performance evaluation,
networking, monitoring as well as the preseptathrough the service manage
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4.1.6 Task 6: MCN Services

A next stage is the integration of th&CN services which include two different tracks from the
integration perspective. This addresses the development &tatie Access Network as a Service
(RANaag, EPCaaS, IMSaa®igital Signajye Systermas a ServiceJSSaay ICNaaS andContent
Delivery Network as a Servic€DNaag§.

First it includes the development of the specific Service Orchestrators for the services which relate to
the integration with the Cloud Controller and Service Mgnaas well as with the specific
configuration and management of the network services.

Secondly, it includes the further advancements of the services themselves towards cloudification by
supporting elasticity, network functions placement and other spéaifctions. This development will

highly affect the configuration and management especially for the runtime of both the service
orchestrators and cloud controller.

At the end of this work task, an integrated prototype ofMiEN services will be realizethcluding
their elasticity,

4.1.7 Task 7: Supporting Services

A last integration work task relates to the integration of the supporting services. Compared to the main
MCN services which are adapted from external environments such as telecéadior Access
Network (RAN), EPC and IMS, the supporting services are developed from the basis within the MCN.
Thus, it is realistic to consider that their integration will happen as a last stage within the project.

From the implementation, the category of support sesvprovided in D2.2 (D2.2 2013) can be split

into the implementation phase into two categories of supporting services with different integration
requirements, depending on their relationship with the virtualised networking services. Please note that
depeming on the initial integration phase a suggestion may be given for modifying the overall MCN
architecture.

A first category includes the supporting servjcsbich are included as enablers of the cloudified
networking services and includeata Base as aeBiice PBaa3, Load Balancing as a Service
(LBaag andDomain Name Systemas a ServicellNSaa$. These services are to be included as part
of the MCN services, by replacing the current station-cloudified versions for information storage,
load balancig and components discovery. Their integration depends on the direct collaboration
between the supporting services developers and the main service developerxpkcigdthat
standard or déacto standard interfaces will be used suchSasictured Queryjanguage(SQL)
gueries,Hypertext Transfer ProtocdHTTP) message forwarding or DNS queri€&som the current
perspective, th&ervice OrchestratdiSO) of such serviceshouldnot be embedded in the SO of the
main servicesHowever,updates may arise dag the first integration phase astiallthenbereported

to the MCN architecturasa contribution for its refinement

A second category includes the MCN service enablement functionaiiiijy to be further discussed in
the MCN projectplatform service$ which includeMonitoring as a ServiceMaag, AAAaaS, Aaas,
Rating Charging Billingas a ServicéRCBaa$, ServiceLevel Agreement as a ServicBL(AaaS and
Mobility and Bandwidth Availability Predictioras a ServicdMOBaa§. For theseservices the
integration is fowfold.

The service enablement functionality relies on monitored information related to the usagklGiNhe
services including the specific information of the main services on the virtual infrastructure of the
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main servicesi momentary compute, storage and networking as well as on the underlying
infrastructure. For this, an extensive integration with both the platform and the services is required. In
order to simplify this operation, a large amount of the support servidebenintegrated only with
MaasS. A single exception is the RCBaaS which requires service specific charging information.

These services offer triggers specific adaptation events to th&¥Sof the specific services, thus
providing a large set of possibétasticity decisions. In order to simplify the interfaces to thksSa
single interfacenamely the Open Cloud Computing Interface (OCCI) interface (D3.2 2@i¥he
created which should be supported by all the SOs and all the supporting serviceggésing
adaptation decisions.

A further detailed description of the interfaces and of their integration mechanism is presented in the
next section.

4.2 Integration Plan Phases

The following section describes the different integration plan phases espeoiaigntrating on the
process of the integration followed in the next subsections with the description of the MCN specific
integration features.

4.2.1 Preparation/Dependencies A Integration Map

Proceeding from the scenarios and-cases defined in the projeet list of components needed to
support this functionality is extracted. Then using this list of components that have to interwork a
dependency relation has to be defined between them, just IlKgure5. The dependency chain can

be broken into single adjacent links which will represent the first building blocks of the integration
work. After analysing the nature of the dependency a one wayveo-avzay communicatio has to be
ensured between two elements of an adjacent link.

Isolating dependencies is a way ohglifying the next step which is coveredibyegrationtesting.

Scenarios and Use Cases é Integration Test: CompA->CompB )
v Integration Test: CompB->CompC
. \ —>
CompA->CompB->CompC Integration Test: CompB->CompD
CompA->CompB->CompD \_ IntegrationTest: CompB->CompA
| CompA>CompB->CompA | p 4 .
v Integration Test: CompAB->CompC
4 CompA->CompB ) | Integration Test: CompAB->CompD |
CompB->CompC v
(” “
CompB- CompD Integration Test: CompAB->CompC
\_ CompB->CompA y, L Integration Test: CompAB->CompD )
v v
/" Integration Test: CompA->CompB ) Integration Test: CompABC->CompD
Integration Test: CompB->CompC v
Integration Test: CompB- CompD Integration Test: CompABC->CompD
\_Integration Test: CompB->CompA / v
CompABCD
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Figure 571 Integration Process

When speaking about trommunication between elements of a link the next step is creating and
usi ngintegratienT 8 st 0 IntegfatiomT eist 06 i s somet hing specific
represented by a software sequence which produces predictable results uponnexXduesio results

are meant to decide if the two elements, composing the link which is under test, are fit to be used
together. ese integrationtests can alsbe used later, in case intermabdifications have to be made

to any of the components, in orderdetermine if the overall functionality has been altered or not.

Foll owing the exampl e, |l et 6s presume that the i1
and the integratiortest on CompB was also performed successfully. This means that the tw
components can work together and are functionally compatible, just as the dependencies list is
requiring. From now on, as far as integration testing is concerned, they can be treated as a single
component, CompAB, which will be further used in the irséign map.

Recreating the dependency chain at this step will produce a list with just three elements: CompAB,
CompC and CompD. Performing another successful integration test between CompAB and CompC
will further simplify the dependency list into CompAB@&aCompD. A successful final integration

test between the last two elements will certify that the dependencies between all the elements involved
in the analysed scenario/use case have been met.

In this way the whole component chain can be reduced eventatir a succession of successful
integration tests, to a single integrated element, CompABCD.

However this does not fully guarantee that ComponentABCD can perform the scenario/use case that
has defined it and further global scope testing has to berpexdan order to ensure that.

4.2.2 Integration Work Flow

The goal of the integration workflow is to describe the specific actions which have to be executed in
order to integrate two different software components. drbposedvorkflow is depicted irFigure6.

For simplicity, the integration team feedbdbktis expected to happen in all the integration phases is
not depicted.
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|
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Figure 61 Integration Workflow andResponsibilities

The integration workflow presumes the collaboration between thiddec teams which are not
monolithic and thashould interact accordingly to the previous figure:

T Integration teami the integration team is thene responsible for controlling the integration
workflow, maintaining the integration map and deciding when the different stages of the
integration process start. Additionally the integration team will ensure the underlying testbed
for realizing the integitéon will be available The integration team is composed of integration
task members and by testbed administrators

1 The development tearih the team bringing the specific component to the integration. The
team is in charge of adapting their own componebetintegrated with the other components
according to the common agreed interface. Additionally, the team is in charge of the internal
functionality of the components as well as of the development of the spetfication Tests
proving that the componens robustly build and it does what it is claimed. The team is
composed of selected developers of the component to be integrated

1 Other development teariisthe other development teams are bringing their own components.
The other development teams areliarge of adapting their own components according to the
common agreed interfaceBhe other development teams are composed of selected developers
of the components to be integrated. There is no difference between the implementation teams
except the trusnithe component which is under integration

After the iterative execution of the workflow describedrigure 6 for each two components which

have to interacthe iesult of this integration workflow is an integrated working prototype. The results
are specified in an integration test report, an integration test output data, a problem report if necessary
and in terms of project functionality two new components whiehadle to communicate and work
together while adding new features to the overall structure.

The two development teams are the ones who bring the components which have to be integrated, have
to develop test cases and sanity checks for their own componentsee to do the testing procedures
together.
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The integration process can start at any moment when the integration map of MCN prototype is
realized. The integration map is included in Sec®o of this deliverable. Thus, as planned the
prototype integration process can start from Month 18.

The timing of the different procedure steps depends almost completely on the maturity of the different
components. With the rt developments which are described in D3.2, D4.2 and D5.2 a core of
functionality is provided for the majority of components. From this moment on, the specific
dependencies and the specific integratgathei nterf
specific needs for providing meaningful partial prototypes and their demonstration. The integration
process includes the following steps.

4.2.2.1 Step 1: Dependencies Selection/Prototype Interface Definition

As a first step of the integration, the spexifiependencies are chosen. The dependencies are chosen in
agreement between the two development teams involved into the two sides of the dependency
interface and the integration team. A dependency is characterized by:

1 Transport level protocoi the protoco carrier for the specific interface (e.g. IP for GRE
interfaces, UDP for GTP interfaces, SCTP for Diameter interfaces, HTTP for EPCaaS SO to
EPCGConfig)

1 Protocos (GRE, GTP, HTTP¢ )

1 Communication Parameteiis the format of the transported information (e.g. AVPs for
Diameter interfaces, etc.)

1 Parameters Value Rangéswhich ranges are covered by the transported information (e.g.
character strings of max 255 characters, etc.)

i Data flows and procedures with initial state, procedure output and effect on the internal
components state. Additionally, the effect on the other components may be considered from
the perspective of their dynamic manageniestarting and stopping of components ttodir
software, etc.

A common list of dependencies is created in agreement by the different development teams. The
integration team will have to bring these dependencies to the integration map and update it.

4.2.2.2 Step 2: Integration Tests Definition

The devéopment team has to develop the test cases that will have to be executed against the
component they are integrating with. The test cases developed by each team for its own component are
designed to test the component itself against another fully funcéteraént.

The test cases should settle in a clear and crisp manner the dependencies parameters based on the
dependency characterization parameters defined in the previous section. A test case is considered as a
claim from one of the development teams be features supported by the specific integration
interface. This claim will be later confirmed based on the execution of the specific test cases on an
integrated prototype.

The results are meant to decide if the component is functioning correctly aestbeé interface and

that the two elements that have to be integrated are fit to be used together. These tests will also be
useful for later, in case internal modifications have to be made to any of the components, in order to
determine if the overall funicinality has been altered or not.
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4.2.2.3 Step 3: Tests

The integration tests are covering the communication between the two elements that have to be
integrated and are referring to the interface between them, but before running them, another step is
necessary tensure that these tests can be carried in a controlled way and are not extensively error
prone due to the missing functionality on the integrated components side.

This is why unit tests have to be designed and implemented in the form of test clients by the
development team. The tests will be executed together with the integration team, through this ensuring
that the promised features are delivered and at the quality required for the integration.

There is no limitation in number of Unit Tests per compomergize of a Unit Test. However, it is
expected that thtests will cover all the MCN significant functionality and the functidrediof the
specific component, through this ensuring that the quality level required for an integration phase is
reached.

Each developments team has to provide a set of Unit Tests for their own component in oediéy
that the functiorality is in accordance with the requiremeniBhey do not require a detailed
verification of the functionality, just to check in a fast whwt this functionality works, herewith not
affecting the functionality of other softwarer in other words, the component that it is integrating
with.

So to perform a successful Unit Test, a test program has to be implemented based on the specification
of the use cases. A unit test must describe the confmégeviour of the componeand it is based on

the scenarios. The robustness and the functional evaluation roles can be concluded in the following
two lines:

I What is not available in the unit test gram is considered not implemented in MCN (Unit
Tests related to background software may be missing).

1 What cannot be automatically installed, configured and tested multiple times in a row by using
the test program is not ready for integration. By autoniasitallation, we consider that there
is a limited number of scripts to be called for the overall system and one for each component.
The need for more scripts has to be thorough fully motivated.
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Figure 77 Unit Base Testing

The development of a Unit Based Testing is illustratedrigure 7. Starting from the specification a

set of unit tests is defined. Having the Unit Test descriptiondevelopments will happen in parallel

for the component itself and for the test program. Both programs have to be installed and run into the
same enviroment. Running the test programil result in a sanity check of the developed component.

The integratiortask makes no assumption on the communication between the component and the test
program. This is mainly specific to MCN project, as a various set of interfacing modes are considered
next to basic protocol communication such as accessing the same @atiaelhas the data base itself,
starting components based on VM images, configuring these components through dynamic network
management systems, sharing memory across multiple data centres, etc.

For a sanity check procedure to be considered completedlitheifg items have to be fulfilled:

Table 11 Sanity Check Steps

Step

Description

Observations

Unit Tests are Available

9 A Unit Test describes a piece of behaviour of the compoil
i Based on tharchitecture andcenarios

9 Each functionality has to have described all what it do
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unit tests
1 Basic principle: What is not available in the test progré
) Test program / Stub not implemented
Components are available ¢ A syite of test programs/stub components should be a
generate the preonditions
Software can be installed| § Same infrastructure as the other components as decic
3 and run on the generic the MCN testbeds
testbed
1 Running the test program resulting in success for mu
4 Running the sanity checks times
1 A 1-page report is generated with the running test progra

4.2.2.4 A primer on component development in regard to the integration

As depicted inFigure 7, starting from the unit test description two software entities have to be
developed: one is the component that has to run the functionality needed to support the use case and
the second is the test program or stub interface. The latter is able to sitnelatmnditions in which

the first one will perform so together these two components can perform a sanity check operation.

For example, a component which has to be integrated provides an HTTP interface so for sanity
checking a stub HTTP client has alscebedeveloped. Running them together and establishing a
successful HTTP communication between them means that the sanity check was passed for the HTTP
interface.

Another example would be a component which uses Diameter interface and has to perform a sanity
check. The procedure would involve another Diameter stub which provides the state machine, the
protocol stack and ampplication Programming Interfac€API) accessible via commands. The
Diameter stub which provides the remote end of the Diameter inteviidee integrated within the

other component. In this way, for interfaces using protocols with complex state machines and
encoding/decoding mechanisms, both ends of the interface are developed by a single development
team, thus not requiring two differefimplementations (one for each end of the interface) and
interoperability between these implementations. This solution is chosen specifically because MCN
includes a large prototype and does not addresses specific product interoperability issues.

4.2.2.5 Step 4: Integration Testing Procedure

In order that two software components fulfil their purpose in an effective and relevant way a few
conditions must be met:

1 they must both be able to be installed and th@norathe generic tested that means the
ability to us the same infrastructure as the other components

1 they must both provide an automatic installation process with as few user interaction as
possible

1 the human participation in the installation is not exceeding 20 minutes (time spent except the
running ofthe automatic scripts). It is recognized that multiple minor upgrades of the software
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will happen during the integration phase. This limitation enables the reduction of the time
required for passing from an update to a next test.

Provided these conditiorere met the sanity check must be performed several times anmhge 1
report must be generated, showing the successful outcome of the tests. Failing to do this, the team
must get back to the developing stage and improve the software.

After making sure thathe sanity checks are passed by the component, thus testifying that it runs
correctly, the integration team has to update the integration map to include that the specific component
passed the checks and can be considered robust enough for an integgttion t

At this point half the integration workflow is planned and what are still missing are the test
procedures.

4.2.2.5.1 Preconditions

Prior to the testing stage there is a set of conditions that have to be fulfilled in order to proceed to the
testing design and teity, as summarized ifable2.

Table 27 Items to be delivereBEFORE a test procedure begins

Step |Description Observations
1 .
of the testing | Sanity check test reports of the functions involved
1 The components involved
1 The test programs/stubs for the functions involved
2 Software
9 Input data for this specific integratidest
9 Automatic mechanism for generating initial conditions
3 Testbed 1 A testbed on which the components can be installed
1 The development teams for the components that are inte
4 People 1 At least one member of the testbed deployment and |
integration team to address specific items appearing (
the integration

First part refers to the documentation and represents a list of funtttairese inelved in the test and

this list must be accompanied by the sanity chrepbrt for each of #m. In this way the development

team presents in a clear way what has to be integrated along with the sanity checks that guarantee the
functionality.

With the documentation part being covered then the software part needs to be addressed. Here the
developnent team has to provide the functions involved in the test along with the test programs or
stub interfaces used for sanity checking and has to specify the input data which will be used during the
integration testAt this point the prerequisites phase baded and the design of the testing procedures

has to be done.
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4.2.2.5.2 Test Conditions
Before a test case can be started, the following itpresented ifable3, have to berepared:

Table 31 Items needed for performing an Integration Test

ltem  |Description Observations
1 Designing the integration test case
1 Design items 1 Designing a unified unit test
1 Designing input test data (if it was not made at the
test)
9 setting up the appropriate system
5 Environmental Conditions 1 Ap.p.lylng t.o the env!ronment the functions involved,
unified unit test and input test data
1 Realizing the test preonditions
3 Expected output
9 Expected output of the test case

The development teams are responsible for the design of the integration test case. This has to contain
the purpose of the test, so what are the expected results, the procedures which are involved and the
input test data as well as the initial conditiond tastbed reproducible conditions.

If no input data is available from thumit-testingstep then one needs to be specified now.

Another step is preparing the environment which means installing the required OS, installing all the
prerequisites, setting upe interfaces, etc.

Using this environment then the component has to be deployed alonfpevithified unit tesandthe
input test data. If there are any fmenditions that have to be met, like getting the component into a
certain state then this whave to be performed now.

At this point all the required elements have been gathargdthe integration test case can be
performed.

4.2.2.5.3 Test Output

After the tests are concluded an integration test report has to be produced by the integration team with
the specific features provided by the development team which will contain the integration test output
data and a problem report if necessary.

The test results have to be documented and it has to be identified if the test ended with the expected
results i.eif they passed or failed’he report has to mention if all the aspects of the functionality of

the component (input, output, monitoring) have passed the Aepteparation of the test results in a
report is required. Test logs may be voluminous and bauvge condensed to have their contents
prepared for a quick overview and reference.

Copyright O MobileCloud Networking Consortium 2012-2015 Page 56 / 88



MCN &

Moabile Cloud Networking

Table 47 Integration Test Output

Iltem |Description Observations
1 Output 1 Matching the expected output with the output
5 Integration test report 1 A very short report on the executed procedures anc
success
1 A documented report on the problems discov
3 Problem report (if including as detailed as possible the recognized m
necessary) functionality, the bug or the misbehaviour due to-

alignment between the components as well as po
reasons why problems appeared

The report has to be analysed by the integration team and in case the integration testing has not been
concluded successfully then appropriate feedback must be provided to the development teams in order
to correct the misbehaving of the components.

If the procedure was successful the integration map will be further updated.

4.3 MCN Integration Dependency Map

Note: This section includes findings and assumptions on the different MCN components
implementation as interpretation and implementation of the MCN archiecture towards an
integrated prototype.

The meaningful findings and modifications compared to the current high level architecture wil
be reported and included in the next iteration of the MCN highlevel architecture.

This section describes the deperuies between different software components, projecting the
integration preparation work before the actual integration itself. The dependenciesswaagdudble
role:

1 Components developmeiit providing an easy comprehensive overview of the different
components implemented and their current status

1 Interfaces integration developménproviding an integration view on the different interfaces

It is foreseen that the components development and the specific sanity checks which create trust into
the componets developed will be more advanced than the interface integration developiment.
correspondingnap for MCN Month 18 release is provided ippgendixA.

4.3.1 Dependency on external software map

Each software developed within WP2, WP3, and WP4 is constructed on top of external software
including Operating Systems ®arty systems,8Party Components, and ®arty Libraries and are
available as part of an m@x in each of the D3.2, D4.2 and D§33.2 2014, D4.2 2014, D5.2, 2014)
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4.3.2 Development and Dependencies

As the MCN prototype is very complex and includes different components developed for various
purposes beyond the project itself, the development andépendencies are classified and split as
following and as illustrated iRigure8.

Figure 81 Integration Perspectives

For thedependencies between the different software components, virtualised avidualised a set
of perspectives were considered:

)l

Endto-end service delivery perspectivencluding the cloudified network functions and their
relation between them and with estal components in order to realize an-emdnd service
across the virtualised environment. This perspective relates to the application delivery only;

Main MCN service cloudification perspectiveincluding the additional components with
which a cloudifed main MCN service is composed of and interacts with;

Support service support perspectiveéhe additional components apart from the interaction
with the main services which makes the support service realization as a cloud based
realization;

Support serices cloudification perspectivie the support services are also cloudified. This
perspective describes the cloudification of the support services

Cloudification enablement perspectivé the infrastructure and service enablement
components and their intet&on.

In the following examples these five perspectives are separately presented in detail
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